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MPI Ping-Pong latency

5 T T T T T T T T T
SC072 SC5832 IC1
14| i
3 - -
g ¥ *
>
Q
c
[}
S
.
2+ * .
o S A
1 - -
O 1 1 1 1 1 1 1 1 1
Cores 12 72 12 72 72 432 72 32 72
Nodes 12 12 12 72 12 72 72 4 9

Fig. 1. MPI Ping-Pong latency. The graph shows the average and the variation around
this value.

The spread of the latency on the SC072 machine is very small duto the
fact that either one or two hops are required for communication between any
two cores. On the SC5832 where the topology has diameter 6, éhspread is a
little larger. Much larger uctuations are seen on the IC1, which has a fat-tree
topology. [6] provides more information on network topologes and their impact
on communication performance.

When all cores per node are used, the IC1 has a lower minimum tancy
than the SiCortex machines. A comparison with the test with one core per node
shows that this minimum corresponds to communication within a single node.
The average latency on the IC1 is circa 2 s with 4 nodes and almost 3 s with
9 nodes. On the SiCortex machines, the average latency with dth 12 and 72
nodes is less than 1.5 s, which indicates a better scalability with respect to this
metric than the IC1.



Cachebench performance on SC5832
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Fig. 2. Performance of memory hierarchy on the SC5832 and IC1 machines. The results
are similar for the SC072 and the SC5832.

The e ect of the use of cache memory on both machines is obviougom
the graphs. The L1-cache of both processors has the same si&2 kB) but the
bandwidth on the Xeon processor is approximately 8 to 10 timedhigher on the






STREAM Triad performance
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Fig. 3. Single- and Star-STREAM triad performance for SC072, SC5832 and IC1.

4.4 Blasbench Results

The Basic Linear Algebra Subroutines (BLAS) are a central pat of many scien-
ti c computing codes. The Blasbench testsuite measures thesingle-core compu-
tation rate of a kernel from each of the three levels of the BLAS. These kernels
are daxpy , dgemv , and dgemm , which respectively compute vector-vector,
matrix-vector and matrix-matrix multiplications.

Fig. 4(a) and 4(b) show the results of the Blasbench test on tle SC5832 and
IC1, respectively. The graph for the SC072 is omitted sincetiis identical to that
of the SC5832.

All three kernels show an increase in computation rate with he characteristic
size of the problemN up to a certain limit, where the curves atten out. On the
IC1, the performance is higher for problem sizes up tdN = 1024, since the data
can t into the L2 cache. On the SC5832, this e ect is absent, which suggests
that the ATLAS BLAS implementation does not make e cient use of the cache.

Overall, the daxpy operation is over 22 times faster on the IC1 than on the
SiCortex machines, and thedgemv operation is 8 times faster. Fordgemm , the
IC1 is 9.5 times faster, which should be compared to the ratio7.6 in theoretical
peak computation rate between the two platforms. The IC1 acheves circa 90%
of its peak performance with the dgemm kernel, while the SiCortex systems
reaches only about 70% e ciency. It seems clear that the highy optimized In-
tel MKL implementation on the Intel processors signi cantl y outperforms the
ATLAS BLAS library on the SiCortex MIPS64 processors.

It should however be noted that the IC1 shows some irregular bt repro-
ducible variations with the problem size which are not presat on the SiCortex
systems.



ATLAS BLAS performance on one SC5832 core
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Fig.4. Single core BLAS performance on the SC5832 and the IC1. The peformance
on the SCO072 and the SC5832 is identical.

5 Application Benchmark Results

5.1 Test case for HiFlow

The test case for the CFD package HiFlow is a standard example3D lid-driven
cavity (LDC) on a cuboid. The geometry is uniformly re ned to 6 5536 cells and
the incompressible Navier-Stokes equations are solved for dasionary solution
with Q2 elements for the velocity and Q1 elements for the presure. The number
of unknowns in the resulting linear system of equations is appmimately 1.7
million.



Execution time for Lid Cavity 3D Navier-Stokes model
Refinement level 5 : 1705860 dof
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Fig. 5. Execution time for 3D lid-driven Cavity with HiFlow on the IC 1, SC072 and
SC5832. Incompressible Navier Stokes equations are solvedvith 1,705,860 degrees of
freedom.

As was seen for the STREAM benchmark in Section 4.3, this testlsows the
impact of the memory bandwidth limitation on the IC1 through the fact that
the execution with 1 core per node is more than twice as fast asith 8 cores per
node. No such di erence exists on the SiCortex systems, whichamn be interpreted
as if the SiCortex systems have a better balance between comfation rate and
memory bandwidth. The fact remains, however, that the executon time on the
IC1 is much lower than on the SiCortex machines. As an examplewith 96
processes, the IC1 solves the problem 9.4 times faster thamé¢ SC5832 with one
core per node and 3.8 times faster with eight cores per node.hese performance
ratios are similar also with other numbers of processes.

The main promise of the SiCortex systems is not computation sped but
rather e ciency in terms of energy. It is therefore interesting to investigate this



Approximate energy used for Lid Cavity 3D Navier-Stokes model
Refinement level 5 : 1705860 dof
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Fig. 6. Energy consumption in relation to the computation time for s olving the Navier-

Stokes equations on a cube with nite elements. The problem size is constant and leads
to a linear system with 1.7 million unknowns. On the IC1 and SC 5832, con gurations

with one and all cores per node were tested; while on the SC072twelve nodes were
always used, with di erent number of cores per node.

Fig. 6 shows the energy consumption as a function of the timeaken to solve
the problem. As long as the execution time scales perfectly vl the number of
cores, the curves are at, since the increase in power from usg more cores is
compensated by a corresponding decrease in execution timeslhg one core per
node on the IC1 clearly makes it possible to solve the problenin the shortest
time, but the energy cost is very high. To lower the energy cosumption, all cores
should be used on each node. For execution times over 1300 s, avh the scaling
is good on the SC5832, the energy consumption for a xed execuin time on
this machine is between 3 and 4 times lower than on the IC1. Hete, if one can
a ord to let the computation take a longer time to nish, larg e energy savings
are possible on the SiCortex system.
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Fig. 7. Execution time for 20 timesteps of 3D lid-driven Cavity with  OpenLB on the
IC1 and SC5832 without initialization time. The problem siz e was scaled with the
resources. The size of the problem is scaled according toN = b Qﬁc. =100 on the
SC5832, and =180 on the IC1.

The results in Fig. 7 show that the computation time stays approximately
constant, which indicates that this code scales well on bottmachines.

6 Conclusion

The results of the benchmarks have given some insight into theharacteristics of
the integrated and custom-designed SiCortex SC072 and SCB& cluster systems.
Their performance has been compared to that of the IC1, whichis a system
assembled from o -the-shelf components from di erent vencbrs.

In terms of oating-point computation rate for each core, th e SiCortex sys-
tems are clearly inferior to the IC1. Sequential parts of an application thus have
a larger risk to become a limiting factor on the SiCortex systen than on the
commodity cluster.

The ability to fully exploit multicore processors is often limited by the bottle-
neck associated with access to the main memory. The HPCC STREM results
show that this bottleneck has been removed on the SiCortex syems, whereas
it is very signi cant on the IC1. This observation is con rme d through the CFD
application benchmark, where the IC1 exhibits a large di erence in execution
time when only one core per node is used instead of all cores.nQhe SiCortex
machines, all cores per node can be used without performanakegradation.

On the other hand, the absolute performance of the SiCortex ndes is some-
what disappointing: the IC1 performs 50% better in the HPCC STREAM bench-









Pregint Seriesof the Engineeringviathematics and ComputingLab

The responsibility for the contents of the working papers rests with the authors, not the Institute. Since working papers are of a
preliminary nature, it may be useful to contact the authors of a particular working paper about results or caveats before referring to, or
quoting, a paper. Any comments on working papers should be sent directly to the authors.




